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ABSTRACT

Large Language Models (LLMs) represent advanced artificial-intelligence (Al) tools capable of processing
massive textual datasets and producing language that resembles human expression. Their emergence suggests
new possibilities for retrieving clinically relevant knowledge within healthcare. This investigation sought to
measure and compare how four separate LLMs responded to practical questions on the management and
therapy of periodontal furcation defects, assessing the degree to which their answers aligned with scientific
evidence. Four models—ChatGPT 4.0, Google Gemini, Google Gemini Advanced, and Microsoft Copilot—
were each prompted with ten clinical questions on furcation-defect management. Their replies were
benchmarked against a reference source drawn from the European Federation of Periodontology (EFP) S3
guidelines and recent systematic reviews. Two certified periodontists independently graded every response for
depth, factual correctness, clarity, and clinical appropriateness, following a fixed rubric that assigned 0-10
points per criterion. Performance varied among systems. Google Gemini Advanced consistently achieved the
highest averages, especially for breadth and readability, whereas Google Gemini and Microsoft Copilot tended
to receive lower marks, most notably in relevance. A Kruskal-Wallis comparison, however, detected no
statistically significant overall difference in mean scores. Inter-rater and intra-rater reliability were both strong.
Although all LLMs demonstrated an ability to generate answers regarding furcation-defect care, their quality
profiles diverged across domains of completeness, precision, transparency, and contextual fit. Clinicians should
therefore recognize both the utility and constraints of such models when consulting them for professional
insight.
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complex information compared with conventional
retrieval methods, introducing new efficiencies in
healthcare communication and data interpretation.

Introduction

Recent years have witnessed a rapid expansion of
artificial-intelligence ~ (AI)  applications  across
numerous disciplines. Among its most transformative
branches are Large Language Models (LLMs)—
systems trained on immense textual corpora to produce
linguistically coherent and context-aware content [1].
These engines can markedly accelerate access to

Within medicine, LLMs may support clinicians by
extracting structured data from electronic health
records, summarizing literature, simplifying technical
phrasing, and automating administrative operations,
thus improving both workflow and accuracy [2-4].
They have also been linked to progress in research
analytics, educational programs, and quality-assurance
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processes [2—4]. Growing evidence points to their
promise in diagnostic assistance and predictive
modeling [5].

The Al subfield of deep learning further extends these
benefits by interpreting medical images for disease
identification and individualized therapy planning, at
times outperforming human assessment in precision
and speed [6]. Moreover, Al systems can help detect
individuals with increased disease susceptibility,
promoting personalized prevention and targeted
treatment protocols [7].

In dentistry, Al tools are emerging as integral aids in
diagnosis, treatment planning, radiographic evaluation,
outcome prediction, and clinical documentation,
thereby optimizing efficiency and reliability [8]. Deep-
learning frameworks already assist in early detection of
pathologies such as caries and periapical periodontitis,
refining decision-making and reducing chair time [9,
10].

Despite these advantages, questions persist regarding
factual accuracy, bias, and ethical accountability when
Al models deliver clinical information [11, 12]. Prior
assessments of LLM responses to medical inquiries
have shown inconsistent precision, partly due to
heterogeneity in study design and reporting standards
[13].

Barriers also remain to seamless clinical adoption.
Transparency concerning the training data behind LLM
outputs is limited, and models may produce fabricated
or misleading statements (“hallucinations”) when
information gaps exist [14]. Access restrictions such as
paywalls or subscription requirements further constrain
the range of scholarly material available for model
training, including that of ChatGPT [15]. Additionally,
most systems rely on static knowledge cut-off dates—
for instance, September 2021 for GPT-4—which limits
incorporation of the latest evidence [16].

Clinicians often encounter major obstacles when
managing molars affected by Class II and III furcation
defects, as these teeth show a greater tendency toward
loss [17, 18].

Treating molars with Class II or III furcation
involvement remains one of the most demanding tasks
in dentistry due to their higher susceptibility to tooth
loss [17, 18]. The intricate internal architecture of
furcation areas significantly complicates adequate
cleaning, which represents the principal obstacle to
successful therapy [19-21]. Non-surgical interventions
rarely produce satisfactory and a
comprehensive review has indicated that surgical
cleaning yields only limited clinical benefits [22-24].
A recently published meta-analysis compared
regenerative periodontal procedures with conventional

outcomes,

open flap debridement for these cases, also analyzing
the effectiveness of different regenerative methods
[25]. Results from 20 randomized controlled trials
revealed that regenerative protocols consistently
achieved better results than open flap debridement in
improving furcation conditions, increasing both
horizontal and vertical attachment levels, and reducing
probing depths. Treatments incorporating bone graft
materials showed the highest likelihood of optimal
horizontal bone level recovery, while the combination
of bone grafts with non-resorbable membranes ranked
best for vertical attachment gain and reduction in
pocket depth [25].

The ability of chatbots to accurately respond to
clinically essential questions has been assessed across
various dental specialties. ..

The capability of Al-driven chatbots to deliver precise
answers to clinically important questions has been
examined in numerous dental disciplines, including
pediatric [26], operative [27], oral and maxillofacial
radiology [28], orthodontics [29], community [30],
endodontic [31], prosthodontic [32], oral pathology
[33], dental trauma [34], periodontal [35], and implant-
related dentistry [36]. Early investigations also
explored how facial enhancement tools such as
FaceApp could support orthodontic planning by
digitally adjusting facial proportions. Researchers
found that Al-enhanced images were generally rated as
more attractive, with visible alterations in features like
lip thickness, eye proportions, and lower facial
height—implying potential use for individualized, soft-
tissue-oriented orthodontic designs [37]. As large
language models (LLMs) increasingly emerge as
reference tools in dentistry, it is vital to examine their
reliability and precision. Because furcation defect
management requires nuanced decision-making and
individualized planning, it is important to test whether
LLMs can generate responses consistent with current
scientific knowledge. This study therefore evaluated
and compared four LLMs for their ability to provide
accurate, evidence-based explanations to common
clinical queries related to periodontal furcation
treatment. The null hypothesis proposed no significant
variation among models regarding accuracy,
completeness, clarity, or scientific consistency with
established guidelines.

Materials and Methods

The investigation assessed how effectively four leading
LLMs could formulate evidence-supported answers
about the management of periodontal furcation lesions.
Out of a broader set of ten periodontal questions (Table
1) derived from the FEuropean Federation of
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Periodontology (EFP) S3 periodontitis guidelines [38],
a subset focusing on furcation treatment was selected
to reflect cases typically encountered by practicing
dentists. Each model’s output was compared with a
benchmark “gold standard” compiled from EFP
recommendations [38] and recent systematic reviews
addressing furcation defect therapy [39-46]. The
LLM:s evaluated included ChatGPT (GPT-4.0), Google
Gemini (2.0 Flash Experimental), Google Gemini
Advanced (Gemini Ultra 1.0), and Microsoft Copilot
(Free Version).

Table 1. Open-ended clinical questions answered
using ChatGPT 4.0, Google Gemini, Google Gemini
Advanced, and Microsoft Copilot

Qlll]gry Question Summary
How to optimally treat molars with Class II
1 and III furcation defects and persistent
pockets?
What is the most effective approach for
2 managing deep residual pockets linked to

mandibular Class II furcation defects?
What is the ideal therapy for deep residual
3 pockets associated with maxillary buccal Class
1I furcation defects?
Which regenerative biomaterials are best
suited for treating persistent deep pockets in

4 Class II mandibular and maxillary buccal
furcation defects?
5 What is the preferred treatment for maxillary
interdental Class II furcation defects?
6 What is the optimal strategy for addressing
maxillary Class III furcation defects?
7 What is the most suitable treatment for

mandibular Class III furcation defects?
Does the addition of local medications to
8 subgingival scaling enhance outcomes for
furcation defects?

Does the use of systemic antibiotics improve
therapeutic results for furcation defects?
Which imaging method is most effective for
evaluating furcation defects?

9

10

Two periodontists certified by the American Board of
Periodontology (G.S.C. and V.P.K.) independently
reviewed the responses. They rated each LLM’s
answers according to a standardized 0-10 scale
assessing clarity, depth, scientific precision, and
relevance [29], comparing them against the established
benchmark. Each question was submitted to each
model once on December 13, 2024, with no follow-up
prompts. The reviewers repeated the evaluation one
month later to determine scoring consistency.

Statistical analysis

Data analysis involved descriptive — statistics,
correlation tests (Pearson’s r and Spearman’s p),
Cronbach’s o, and intraclass correlation coefficient

(ICC) to assess inter-rater reliability and overall
scoring consistency. Nonparametric tests, including
Wilcoxon’s and Friedman’s, were used to identify
significant differences (p < 0.05) among the LLMs’
scores for furcation-related questions. Additional
comparison across all four models was performed
using the Kruskal-Wallis test. All
computations were conducted in SPSS version 29.0
(IBM, Armonk, NY, USA) with a significance level set
at 0.05.

statistical

Results

Responses to ten clinical questions about the
management and treatment of periodontal furcation
defects were generated by four LLMs: Microsoft
Copilot, Google Gemini Advanced, ChatGPT 4.0 and
Google Gemini. These outputs were compared against
a guideline- and evidence-based reference, detailed in
Supplementary Table S1. Each response was evaluated
independently by two periodontology specialists on
four metrics—comprehensiveness, scientific accuracy,
clarity, and relevance—using a 0—10 scoring system.
The assessments were performed twice, with a one-
month interval between sessions. Descriptive statistics
for these scores are summarized in Table 2. Overall,
Google Gemini Advanced achieved the highest mean
scores, whereas Google Gemini and Microsoft Copilot
had the lowest.

Table 2. Summary of descriptive statistics for the

evaluations of Google Gemini, Microsoft Copilot,

ChatGPT 4.0 and Google Gemini Advanced across
two scoring sessions by two evaluators

Model Rating 1 Rating 2
ChatGPT 4.0 Google Gemini

Assessor A B
Average Score 6.0 6.0
Std. Error 0.8 0.8
Midpoint Value 6.0 6.0
Lowest Score 2.0 2.0
Highest Score 9.0 9.0
Std. Deviation 2.4 2.4
Score Variance 5.6 5.6

Correlation analyses using Pearson and Spearman’s
rho (Table 3) revealed strong agreement between the
two evaluators across all LLMs and time points,
indicating consistent scoring patterns [47, 48]. Inter-
evaluator reliability was further confirmed through
Cronbach’s a and Intraclass Correlation Coefficient
(ICC) analyses, as shown in Table 4. Additionally,
Wilcoxon and Friedman tests (Table 5) showed no
statistically significant differences between scores
assigned by the two evaluators in either session or
when pooled together.
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Wilcoxon  Friedman Combined
Table 3. Pearson and Spearman correlations between Rank Test  Rank Test  Test Result
the two evaluators’ scores for all four LLMs at two CthP Tl 4.0 1.000 0.157 1.000
. . oogle
time points Gemini 1.000 1.000 1.000
Al Models . . Gemini
[Assessors A—B] Rating 1 Rating 2 Advanced 0.157 0.157 1.000
Pearson Spearman Microsoft
Coefficient Rank Copilot 1.000 0317 1.000
ChatGPT 4.0 l'go(?o(lp = 1.000 (-)
0 0'00 )< Table 6. Average scores of the four LLMs
Google Gemini ’ (p 1.000 (-) Googl ..
0.001) Gemini .
et Advanced 0.985 (p < 0975 (p < Metric Cﬁﬁp Genr Advance tMC‘“P".i“f
0.001) 0.001) : e'i‘““ d orro
. . 1.000 (p <
Microsoft CoPilot 0.001) 1.000 (-) Aver_age 5.95 5.70 6.80 5.68
Rating
. Std.
Table 4. Cronbach a and ICC values demonstrating Error 0.73 0.87 0.72 0.82
inter-evaluator reliability for scores given to idpoi
jer-evatuat Y gtvenLto Midpoin—¢00 6.0 6.75 6.00
Microsoft Copilot, ChatGPT 4.0, Google Gemini t Score
Advanced and Google Geminiacross the two sessions I{‘;:‘l’e:t 2.00 2.00 3.00 2.00
U
and combined data Highest
AL Combined Value 8.75 10.00 10.00 9.00
Rating 1 Rating 2 Ratings 1 Std
Systems L.
and 2 Deviatio 2.30 2.75 2.29 2.60
s Interclass Interclass n
Cronbach’s . .
Alpha Coqelatlon Correlation Score 529 757 593 6,78
(Single) (Average) Variance ) ) ) )
ChatGPT 1.000 (p<  1.000 (p<
4.0 1.000 0.001 0.001
G : ] ; 060 ()< I 060 ( ) > Table 7. Kruskal-Wallis analysis comparing the
Ggronginei 1.000 '0.008 0.00 1]‘3 mean scores of Microsoft Copilot, ChatGPT 4.0,
Gemini 0,962 0.983 (p < 0.992 (p < Google Gemini Advanced and Google Gemini
Advanced ) 0.001) 0.001) Al Systems Kruskal-Wallis Test
Microsoft 1.000 1.000 (p < 1.000 (p < [Mean}i(a tings] (Bonferroni-Adjusted p-Value
CoPilot ) 0.001) 0.001) ng for Multiple Comparisons)
ChatGPT 4.0 vs.
. 0.870 (1.000
An overall average score was then calculated for each Google Gemini ( )
model. Google Gemini Advanced scored the highest ChatGPT 4.0 vs. 0.329 (1.000)
(6.80), while Google Gemini (5.70) and Microsoft Gemini Advanced
ChatGPT 4.0 vs.

Copilot (5.68) had the lowest mean scores (Table 6).
Figure 1 illustrates the overall average scores, and
Figure 2 shows the scores for each individual question.
Only Questions 1 and 10 consistently received scores
above 7 across all LLMs. The Kruskal-Wallis test
(Table 7) indicated no statistically significant
differences among the models’ average scores (p >
0.05), suggesting similar overall performance.

Table 5. Wilcoxon rank test assessing ratings
assigned by two assessors to responses from ChatGPT
4.0, Google Gemini, Google Gemini Advanced, and
Microsoft CoPilot at two distinct time points.
Friedman rank test evaluating combined ratings from
both assessors. Statistical analysis revealed no notable
variations in the ratings provided by the two assessors
for initial, follow-up, and aggregated assessments

Al Systems Combined
[Assessors Rating 1 Rating 2 Ratings 1
A-B] and 2

Microsoft CoPilot

0.938 (1.000)

Google Gemini vs.
Gemini Advanced

0.254 (1.000)

Google Gemini vs.
Microsoft CoPilot

0.931 (1.000)

Gemini Advanced
vs. Microsoft
CoPilot

0.292 (1.000)

Average Scores for each Large Language Model

. k
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Figure 1. Overall average scores of each LLM

AVERAGE SCORES OF EACH LARGE LANGUAGE MODEL TO
EACH QUESTION

Figure 2. Average scores for individual questions
across all LLMs

Table 8 presents descriptive statistics for each LLM’s
performance across the four evaluation metrics.
Google Gemini Advanced generally achieved higher
mean scores in comprehensiveness and clarity,
whereas Microsoft Copilot tended to score lower,
particularly in relevance. The variability in scores
(range from minimum to maximum) demonstrates
differences in answer quality both within each LLM
and across criteria. While no LLM outperformed all
others consistently in every category, Google Gemini
Advanced showed a trend toward higher
comprehensiveness and clarity, and Microsoft Copilot
tended toward lower relevance.

Table 8. Mean scores and variability for each LLM
across comprehensiveness (1), scientific accuracy (2),
clarity (3), and relevance (4)

Googl

Al ChatGP e gi'::;‘e Microsof
System T 4.0 Gemin d t CoPilot
i
Evaluate
d A B C D
Aspects
Average 6.0 6.2 6.0 5.2
Rating
Std. 0.7 0.8 0.7 0.9
Error
Midpoin
t Value 5.5 6.0 6.0 6.0
Lowest 2.0 15 2.0 2.0
Score
Highest 9.0 9.0 9.0 8.5
Score
Std.
Deviatio 2.2 2.5 2.3 2.9
n
Rating 49 6.0 5.4 8.2
Variance
Discussion

Artificial intelligence integration in healthcare offers
notable advantages but also comes with challenges.

This study examined the ability of four LLMs to
respond accurately to common clinical questions
regarding the treatment and management of
periodontal furcation defects, comparing their outputs
against the EFP S3 Clinical Practice Guidelines [38]
and recent systematic reviews and meta-analyses [39—
46].

Key observations from this study include:

Google Gemini Advanced consistently obtained the
highest average scores, while Google Gemini and
Microsoft Copilot were lower.

Statistical analysis using the Kruskal-Wallis test
revealed no significant differences in average scores
among the four LLMs.

Each model demonstrated unique strengths and
limitations across the evaluated criteria, with no single
LLM consistently outperforming the others in all areas.

Trends observed suggest that Google Gemini
Advanced performed better in terms of
comprehensiveness and clarity, while Microsoft

Copilot showed lower relevance scores.

These findings indicate that although all LLMs can
provide clinically relevant responses, their quality may
differ depending on the metric.
Understanding these differences is essential for dental
professionals using Al tools for evidence-based clinical
decision-making.

In this analysis, pairwise evaluations between the four
LLMs did not reveal any statistically meaningful
differences in their mean answer scores. The adjusted
p-values were uniformly high (1.000), well above the
standard 0.05 threshold, indicating comparable overall
performance across the models. Among the LLMs,
Google Gemini Advanced consistently achieved the
highest mean and median ratings, suggesting that
evaluators generally judged its outputs more favorably.
Conversely, Google Gemini and Microsoft Copilot
recorded the lowest mean values, reflecting lower
perceived quality of their responses. Examination of
standard deviations and variances demonstrated that
score dispersion varied among the models. Google
Gemini had the broadest spread (SD = 2.75; variance =
7.57), while Google Gemini Advanced displayed the
narrowest variation (SD = 2.29; variance = 5.23). The
minimum score recorded was 2.00 for all models
except Google Gemini Advanced, which had a floor of
3.00. Maximum ratings ranged between 8.75 and
10.00.

Performance across the ten clinical questions was not
uniform. Questions 1 and 10 tended to receive higher
ratings across all models, whereas questions 2, 6, and 7
generally scored lower, indicating that the complexity
and specifics of each query influenced model outputs.

evaluation
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Google Gemini Advanced repeatedly performed
strongly, frequently earning the highest or near-highest
scores within each question group. Microsoft Copilot
showed the greatest inconsistency, scoring well on
certain questions (e.g., Question 10) but falling behind
on others. ChatGPT 4.0 exhibited a mix of strong and
moderate scores, depending on the question, while
Google Gemini typically scored in the middle-to-lower
range, reflecting a performance gap relative to its
advanced sibling. Overall, the findings suggest that
simpler questions were handled more effectively by all
LLMs, while nuanced or complex items resulted in
lower performance.

Regarding comprehensiveness, Google Gemini
Advanced produced the most detailed and extensive
responses. Microsoft Copilot’s answers were often less
thorough, while ChatGPT 4.0 and Google Gemini fell
in between. In the category of scientific accuracy,
Google Gemini Advanced again scored highly,
indicating a tendency to provide correct information,
whereas Microsoft Copilot achieved the lowest average
scores, pointing to occasional inaccuracies. Variations
in standard deviations also reveal inconsistencies in
accuracy across models.

Clarity was another area where Google Gemini
Advanced excelled, consistently generating well-
structured and understandable content. Microsoft
Copilot remained reasonably clear but lagged slightly
behind in comparison. All models showed moderate
reliability in clarity. For relevance, Google Gemini
Advanced again performed well, generally delivering
content aligned with the questions asked. Microsoft
Copilot had the lowest mean relevance scores,
indicating that some of its answers were occasionally
off-topic. Google Gemini also showed a relatively low
mean for relevance.

A review of prior studies highlights a gap in research
examining LLM accuracy for clinical questions on
periodontal furcation defect management, particularly
when benchmarked against a “gold standard.” One
previous investigation tested ChatGPT 4.0, Google
Gemini, Google Gemini Advanced, and Microsoft
Copilot on ten open-ended queries about peri-implant
disease management, including peri-implantitis and
mucositis [36]. In that study, Google Gemini Advanced
outperformed the other models, while Google Gemini
scored the lowest, mirroring trends observed here.
Another study in periodontology used a comparable
design, evaluating LLMs based on comprehensiveness,
scientific accuracy, clarity, and relevance; the results
indicated ChatGPT 4.0 performed best, while Google
Gemini was least effective [35].

Performance across dental subfields varies by model.
In endodontics, ChatGPT showed 57.3% accuracy and
85.4% consistency for binary-choice questions [31].
For oral and maxillofacial surgery, it scored 4.6 = 0.8
out of 5 on patient-centered questions but only 3.1 £
1.5 on technical queries [49]. On a board-style
multiple-choice dental exam, ChatGPT answered
76.9% of questions correctly, reflecting competent
knowledge acquisition [50]. Similarly, ChatGPT 4.0
performed well on open-ended head and neck surgery
questions and delivered precise, up-to-date responses
on common dental amalgam queries and removal
practices [51].

Comparisons of large language models (LLMs) in
dental contexts have produced inconsistent findings.
One study demonstrated that ChatGPT-4 significantly
outperformed ChatGPT-3.5, Bing Chat, and Bard [52].
In the field of pediatric dentistry, ChatGPT achieved
the highest accuracy among several LLMs, with
researchers suggesting that such models may support
both dental education and patient information delivery
[53]. Conversely, other research found no statistically
meaningful difference between ChatGPT and Google
Bard when generating queries about dental caries [9].
In oral and maxillofacial radiology assessments,
ChatGPT, ChatGPT Plus, Bard, and Bing Chat
generally performed below expectations, although
ChatGPT Plus showed better accuracy on foundational
knowledge questions [28]. Meanwhile, for clinically
relevant orthodontic problems, Microsoft Bing Chat
scored highest, surpassing both ChatGPT 3.5 and
Google Bard [29]. In endodontics, GPT-3.5 generated
more reliable responses than Google Bard or Bing [37].
Taken together, these results highlight that direct
performance comparisons are difficult due to
variability in methods and specialty areas.

Several methodological considerations should be
noted. LLM performance can fluctuate depending on
the phrasing of questions and the technical depth
required in answers. This underscores the need for
further studies investigating how question complexity
affects output accuracy and relevance. To control for
bias from factors such as question count, wording, and
specificity, follow-up prompts were excluded. Each
question was posed only once to standardize
comparison, though this does not fully reflect real-
world usage, where iterative questioning often occurs.
Open-ended questions, while potentially producing
incomplete or biased responses, more accurately
represent the types of inquiries clinicians typically pose
and enable a more realistic evaluation of LLM
capabilities. Furthermore, the breadth and quality of an
LLM’s training data influence its ability to generate
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precise answers, which may account for observed
variability. Even when using a well-defined “gold
standard” for evaluation, limitations such as training
cutoffs and restricted access to paywalled literature
remain important factors affecting response quality.
Responses independently scored on
occasions by two periodontists certified by the
American Board of Periodontology. Using a
predefined benchmark, the evaluation achieved high
inter- and intra-rater reliability, reducing the influence
of individual subjectivity. Ten carefully chosen
questions covering periodontal furcation defect
management and treatment were used to assess the
models. A structured scoring rubric rated each answer
for comprehensiveness, scientific accuracy, clarity, and
relevance, ensuring consistent and objective
assessment. Open-ended formats allowed evaluation of
not only factual correctness but also depth, clarity, and
applicability.

The clinical relevance of LLM assessment is
emphasized by the complexity of furcation defect
management, where multiple treatment approaches
exist and accurate information is essential for patient
outcomes. This study offers a point-in-time evaluation
of four widely available models (ChatGPT 4.0, Google
Gemini, Google Gemini Advanced, and Microsoft
Copilot), providing a baseline despite ongoing model
updates. The findings illuminate current strengths and
limitations, offering guidance for future model
development, responsible clinical adoption, and the
continued need for human oversight in Al-assisted
dental decision-making.

Future research should explore a broader spectrum of
clinical scenarios and question types. Efforts to refine
and validate LLMs could improve information
security, support clinical recommendation generation,
and enhance patient care. While LLMs have potential
as tools for dental professionals and patients, further
work is needed to determine how they can optimally
contribute to patient outcomes and experience.

were two

Conclusions

This investigation evaluated four LLMs’ ability to
questions related to periodontal
furcation defects. Results indicate that these models
hold promise, though performance differs by model
and evaluation metric. Google Gemini Advanced
generally performed best, particularly in terms of
comprehensiveness and clarity, whereas Google
Gemini and Microsoft Copilot tended to score lower.
Despite these differences, statistical analyses revealed
no significant variation in mean scores across models,
comparable  overall  performance.

answer clinical

suggesting

Variability in responses across individual questions
highlights the influence of question complexity on
answer quality.
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